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H I G H L I G H T S G R A P H I C A L  A B S T R A C T

• The RTES reliably supplies a 5 MW data 
center cooling load over the 20-year 
lifetime.

• The coefficient of performance of the 
RTES is 16.5 during the summer peak.

• The levelized cost of cooling of the RTES 
system is $5/MWh.

• The RTES significantly saves electricity 
consumption and costs (78 % and 83 %, 
respectively), compared to the base 
case.

• 78 % of annual CO2 emissions are 
avoided with the RTES compared to the 
base case.
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A B S T R A C T

Electronic equipment in data centers generates heat during operation, which should be dissipated through a 
cooling system to prevent overheating and maintain optimal performance. Electricity consumption for the data 
center cooling system becomes significant as the demand for data-intensive services increases. Although various 
technologies have been developed and integrated into the data center cooling system, there are limited high- 
efficiency alternatives for data center cooling. In this study, we designed a reservoir thermal energy storage 
(RTES) system that stores cooling energy during winters and produces it during summers for data center cooling. 
We then demonstrated the techno-economic performance of the RTES incorporated with dry coolers and heat 
recovery for a year-round 5 MW cooling load. The RTES cooling production was reliable during the 20-year 
lifetime. We estimated the levelized cost of cooling as $5/MWh, significantly lower than $15/MWh for the 
base scenario where chillers and dry coolers supply the same cooling load without the RTES. We also estimated 
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that the RTES-based cooling system annually avoids CO2 emissions up to 1488 tCO2e compared to the base case. 
These results highlight techno-economic feasibility and environmental benefits of the RTES and its potential to be 
deployed for various applications at large scales as well as for data center cooling.

1. Introduction

The demand for data center services increases rapidly with an in-
crease in data-intensive workloads, such as artificial intelligence [1–5]. 
Global data center electricity consumption grew from 194 TWh in 2010 
to 205 TWh in 2018, representing about 1 % of the world’s electricity 
consumption in 2018, even though advances in computing efficiency 
helped offset the growth in total energy use by the information and 
communication technology (ICT) equipment [6]. More recently, the 
International Energy Agency (IEA) estimated that electricity consump-
tion from data centers, artificial intelligence, and the cryptocurrency 
sector reached 460 TWh in 2022 and could exceed 1000 TWh in 2026 
[7]. A data center can be more than 40 times as energy intensive as 
conventional office buildings [8], and large-scale data centers are often 
considered to be industrial facilities, rather than commercial buildings, 
in terms of electricity consumption [9].

In the United States, data center energy demand is concentrated in 
specific regions, such as Northern Virginia and California [10,11]. The 
U.S. data center sector consumed 61 TWh in 2006, representing roughly 
1.5 % of total U.S. electricity consumption [9] and increased to 70 TWh 
in 2014, representing about 1.8 % of total U.S. electricity consumption 
[12]. Although the increase in the U.S. data center sector’s electricity 
consumption was relatively stable between 2014 and 2016, it began to 
rise significantly in 2017, driven by the expansion of the base of installed 
servers and the growing prevalence of accelerated servers for graphics 
processing units to support artificial intelligence [5]. By 2018, data 
center electricity consumption had reached approximately 76 TWh, 
representing 1.9 % of total annual U.S. electricity consumption. Since 
then, U.S. data center electricity consumption has rapidly grown, 
reaching 176 TWh in 2023 (4.4 % of total U.S. consumption), and is 
projected to range between 325 and 580 TWh by 2028, accounting for 
6.7 % to 12.0 % of total U.S. electricity consumption [5]. Similarly, 
Electric Power Research Institute (EPRI) reported that the electricity 
consumption in the U.S. data centers increased at an increasingly rapid 
pace approximately from 75 TWh in 2020 to 152 TWh in 2023 [11].

Data centers consume electricity primarily for operating ICT equip-
ment (the largest share), followed by cooling systems (the second 
largest) and lighting and ventilation systems (smaller portions) [13]. 
The energy efficiency of a data center is evaluated using various metrics, 
including power usage effectiveness (PUE), which is a ratio of total 
power used in the data center to the power used by ICT equipment, as 
discussed in studies such as [2,14,15]. For example, if a data center has a 
PUE of 1.5, 67 % of the total energy consumption is allocated to ICT 
equipment, and the remaining 33 % is allocated to cooling and other end 
uses. According to EPRI, the U.S. national average PUE has stabilized at 
around 1.6, which was the average PUE from 2020 to 2023. A further 
decrease is projected, with the average PUE potentially approaching 1.2 
with advancements in energy-efficient cooling technologies [11]. 
Similarly, researchers at Lawrence Berkeley National Laboratory esti-
mated the national PUE to be 1.4 in 2023, with projections indicating a 
further decrease by 2028, from approximately 1.35 to 1.15 [5]. This 
implies that electricity consumption for cooling accounts for approxi-
mately 28 % to 38 % of total energy consumption in the U.S. data center 
sector as of 2023. Although the PUE varies by time of day and season 
depending on environmental and operational conditions [16], the PUE 
can reach around 1 by advancing and optimizing data center operation 
[14,15]. A wide range of innovative cooling solutions have been 
developed and implemented to reliably and efficiently operate ICT 
equipment and achieve a low PUE.

In addition to ensuring energy-efficient data center operations (i.e., 

achieving a lower PUE), hardware components in ICT equipment (e.g., 
processor, RAM) generate heat during operation, which should be 
dissipated to minimize potential damage from overheating. To maintain 
a safe operating temperature, cold water and/or air are circulated 
through the ICT equipment and server racks in cabinets, and the thermal 
energy gained is rejected using various heat rejection alternatives. Ex-
amples of cooling systems include cold plates, immersion liquid cooling, 
computer room air conditioning/handling (CRAC/CRAH) units, two- 
phase heat pipe/thermosiphon systems, dry coolers, and thermal en-
ergy storage systems [17]. In addition to the heat rejection through 
cooling systems, thermal energy produced from the ICT equipment op-
erations can be utilized as useful energy for various heat recovery ap-
plications including direct-use or heat pump-based heating systems 
[18,19].

Recently, geological thermal energy storage systems have attracted 
attention as sustainable and reliable energy systems. Aquifer thermal 
energy storage (ATES), which utilizes an aquifer layer to store and 
produce thermal energy, has been developed and deployed over de-
cades. Fleuchaus et al. [20] reported in 2018 that more than 2800 ATES 
systems are in operation worldwide. More recently, the ATES concept 
was extended to a low-quality groundwater layer in deeper permeable 
formations (e.g., brackish reservoir); this new system is defined as 
reservoir thermal energy storage (RTES) [21]. Even though the capital 
cost for drilling deeper wells in the RTES system is higher than the ATES 
well drilling cost [22], the RTES typically provides a better environment 
by utilizing slow-moving, geochemically evolved, and thermally insu-
lated aquifers in deeper geologic formations to store thermal energy 
[21,23]. The RTES operation in deeper formations also minimally affects 
fresh groundwater systems in a shallow subsurface. Although the low- 
quality groundwater resources in deep formations have those advan-
tages and great potential as an energy system (similar to hydrothermal 
resources for a geothermal energy system), there are only limited studies 
on RTES systems (e.g., [24,25]), particularly for cold energy storage 
[26].

In this study, we designed two RTES-based cooling systems incor-
porated with dry coolers (Scenario 2) and dry coolers and heat recovery 
(Scenario 3) for supplying 5 MW cooling load from a data center in 
Golden, Colorado, USA. We modeled the 20-year RTES system opera-
tions to reliably meet the data center cooling load while ensuring that 
cooling production and recharging were balanced throughout the sys-
tem’s lifetime. In Scenario 3, we assumed 50 % of thermal energy pro-
duced in the data center was recovered during winter for the building’s 
water heating load and, correspondingly, the RTES and dry cooler op-
erations were reduced. The techno-economic performance of the two 
RTES-based data center cooling systems was then evaluated by 
comparing electricity consumption, capital and operational costs, and 
levelized cost of cooling (LCOC) to those of the base case (Scenario 1) 
where the same load was supplied by chillers and dry coolers. Because 
techno-economic analysis, particularly the LCOC, of data center cooling 
systems and RTES systems has been limited in the literature, the results 
of this study will provide valuable insights into the feasibility and cost- 
effectiveness of both non-RTES and RTES-based data center cooling 
solutions.

2. Methods

2.1. Design of data center cooling system

The cooling technologies considered in this study include the RTES, 
dry coolers, and chillers, all of which have different advantages and 
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disadvantages. The RTES system is sustainable and reliable and con-
sumes relatively less electricity compared to conventional cooling 
technologies, such as the chiller, to operate circulating pumps and dry 
coolers (for the seasonal recharging). However, the resource potential 
for an RTES system may vary significantly depending on climates, 
geologic settings, and physiography [23], and the RTES system possibly 
involves a high initial cost for drilling the RTES wells if the resource is 
available in deep formations. Although the capital and operational costs 
and electricity consumption for dry coolers are relatively low compared 
to those for the RTES and chillers, dry cooler operations are significantly 
affected by the ambient conditions, particularly dry bulb temperature. 
Inversely, capital and operational costs and electricity consumption for 
chillers are considerably higher than those for the RTES and dry coolers, 
but the chillers can supply the cooling load regardless of ambient con-
ditions. Considering those characteristics, our design assumed that dry 
coolers have a priority for the data center cooling when available, and 
the remaining cooling loads not supplied by dry coolers are met either 
by a chiller in Scenario 1 (base case) or the RTES in Scenario 2 and 
Scenario 3. Even though the combinations of RTES, dry coolers, and/or 
chillers imply that each component typically operates at a capacity 
lower than its optimal design, potentially affecting performance, this 
study assumed that system operation is independent of any off-design 
performance. It is also important to note that configurations of the 
main heat rejection alternatives in actual data centers may vary signif-
icantly depending on design and operational conditions and should be 
thoroughly validated. While the three alternatives considered in this 
study are unique (and may be conceptual), the configuration designed 
here benchmarked the actual high-performance computing (HPC) data 
center at the National Renewable Energy Laboratory (NREL) in Golden, 
Colorado. In NREL’s HPC data center, a combination of two different 
heat rejection alternatives—cooling towers and thermosyphons—reli-
ably supply the cooling load, achieving a lower power usage 

effectiveness as mentioned in the introduction [14,15]. More details on 
the configurations of the three alternatives will be discussed in the next 
section, along with figures.

In addition to considering the advantages and disadvantages of heat 
rejection alternatives, the temperature of fluid circulating through the 
cooling system is crucial for designing the data center system [27,28]. 
The supply temperature for data center cooling may vary significantly 
depending on the demand during operation. However, for modeling 
purposes, this study assumed the supply temperature to be 21 ◦C based 
on the initial reservoir temperature of 17 ◦C, and 17 ◦C (W17) and 27 ◦C 
(W27) from the American Society of Heating, Refrigerating, and Air- 
Conditioning Engineers (ASHRAE) recommendations [29]. This study 
also assumed that 1) the fluid at 21 ◦C flows through the data center 
under a constant flow rate of 92 kg/s to supply the 5 MW cooling load, 2) 
the supply fluid temperature gains 13 ◦C throughout the ICT equipment 
and server racks in the data center, and 3) the approach temperature in 
heat exchangers for heat recovery and the RTES is 3 ◦C. Namely, the 
fluid temperature at 21 ◦C (that is, the first assumption) gains 13 ◦C 
through heat exchangers within the data center (that is, the third 
assumption) and becomes 34 ◦C at the outlet of data center heat 
exchanger. Water at 31 ◦C through heat exchangers in the RTES field 
(that is, the fourth assumption) was then injected into the RTES. Then, 
the RTES produced water at about 17.5 ◦C, which became about 20.5 ◦C 
through the RTES field heat exchanger for data center cooling.

Similarly, we assumed dry coolers supply water at a temperature of 
6 ◦C higher than the ambient air temperature (that is, the approach 
temperature through dry coolers was assumed to be 6 ◦C). This implies 
that dry coolers had a full capacity to supply water at 21 ◦C for the data 
center cooling when ambient temperature was lower than 15 ◦C under 
varying flow rates depending on ambient temperature at the certain 
time step. However, our preliminary modeling results for the RTES 20- 
year performance demonstrated the RTES operations are thermally 

Fig. 1. Three operational modes of dry coolers for data center cooling based on ambient temperature in Golden, Colorado. Dry cooler utilization exceeds 
100 % in Mode 3, while the data center cooling load is supplied by the RTES and dry coolers with a capacity reduced below the full capacity in Mode 2.

Table 1 
Three operational modes for the data center cooling system in three scenarios.

Scenario 1 Scenario 2 Scenario 3

Heat Rejection Alternatives Chillers and dry coolers RTES and dry coolers RTES, dry coolers, and Heat Recovery
Three Operational Modes
Mode1 (Peak Summer) Chillers only RTES only RTES only
Mode2 (Spring, Summer, and Fall) Dry coolers and chillers Dry coolers and RTES Dry coolers, RTES, and heat recovery
Mode 3 (Winter) Dry coolers only Dry coolers only Dry coolers and heat recovery
Supply Water Temperature 21 ◦C
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stable and balanced between charging and discharging of cold energy 
with the 10 ◦C threshold temperature, with respect to the targeted 21 ◦C 
supply water and subsurface temperatures. With the 10 ◦C threshold 
temperature, the RTES was utilized for supplying data center cooling 
load and storing cold energy during 48.1 % (summer) and 51.9 % 
(winter) of the year, respectively (Fig. 1). (See Table 1.)

For the heat recovery system in Scenario 3, our design assumed that 
50 % of the thermal energy generated in the data center is recovered to 
supply water heating loads in the whole building during half the year. 
The temperature of 34 ◦C at the data center outlet decreased to 27.5 ◦C 
as the warm water flowed through the heat exchanger for heat recovery. 
Electricity consumption and costs for operating dry coolers and RTES in 
Scenario 3 decreased correspondingly due to the decreased cooling load 
(that is, flow rates of the fluid through the RTES and dry coolers 
decreased), while an additional heat exchanger, piping, and a circu-
lating pump for the heat recovery were incorporated in the LCOC 
calculation. We also estimated and incorporated the revenue from heat 
recovery into the cost calculation. We assumed that a natural gas-fired 
boiler supplies the water heating load in the building, and operational 
costs of the boiler to supply the same amount of the recovered heating 
load was incorporated as the revenue. We used $12/mcf ($40.94/MWh) 
as the regional natural gas rate.

We optimized operational conditions of dry coolers in the three 
scenarios in terms of the approach, operational, and ambient tempera-
tures to maximize the benefit of free cooling driven by fans (that is, 
ambient air utilization without refrigeration cycles) as briefly discussed 
earlier. In Mode 1, the RTES (or chillers in Scenario 1) supplies data 
center cooling when the ambient temperature is higher than 34 ◦C 
during the peak summer season (Fig. 2(a) and (b)). In Mode 2, the data 
center cooling load is supplied by both the RTES (or chillers in Scenario 
1) and dry coolers when the ambient temperature is between 34 ◦C and 
10 ◦C (Fig. 2(a) and (c)). In Mode 3, the dry cooler supplies cooling to the 
data center and recharges cooling capacity of the RTES when the 
ambient temperature is lower than 10 ◦C (Fig. 2(a) and (d)).

2.2. Reservoir thermal energy storage system modeling

We designed the RTES system in the Arapahoe aquifer hosted in the 
basal Arapahoe Conglomerate of the Denver Basin Group. The 
conglomerate is thickest near the Front Range (~100 m) and thins 
eastward toward the center of the basin. As shown in Fig. 3, the RTES is 
capped by confining units (shales and siltstones) of the D1 sequence 
(unit name of the Denver Formation) and underlain by low permeability 
shales and siltstones of the Cretaceous Laramie Formation [30]. The 
thickness of the RTES was estimated roughly as 350 ft. (107 m) near 
Golden at a depth ranging from 558 to 886 ft. (170–270 m) below 
ground surface [30]. Given the shallow depth of the targeted formation, 
low initial temperature, small temperature change, and fully saturated 
single-phase fluid flow were assumed for the system modeling.

The governing equation of mass and energy conservation can be 
expressed in terms of pore pressure P and temperature T (as) 

1
M

Ṗ − AṪ − ∇⋅
κ
μf

(
∇P − ρf g

)
= 0 (1) 

∂ℇ
∂t

− ∇⋅λ∇T − ∇⋅
(

ρf Cf T
κ
μ
(
∇P − ρf g

)
)

= 0 (2) 

where M is the Biot modulus, expressed in terms of porosity ϕ, fluid 
bulk modulus Kf , Biot coefficient αB, and matrix (i.e., porous skeleton) 
bulk modulus Km as 1

M = ϕ
Kf
+

(αB − ϕ)
Km

. A donates the effective volumetric 
thermal expansion coefficient, calculated as A = (1 − ϕ)αm + ϕαf with 
αm,αf denoting the volumetric thermal expansion coefficient of the 
porous matrix and the fluid, respectively. In addition, κ is the formation 
permeability tensor, μf , ρf represents the fluid viscosity and density, 
respectively. For the energy conservation equation, ℇ is the energy 

density for the fluid-matrix system, calculated as ℇ = (1 − ϕ)ρmCmT+

ϕρf Cf T, with ρm,Cm,Cf represents the matrix density, the specific heat of 
the matrix and the fluid, respectively. λ in Eq. 2 is the weighted thermal 
conductivity calculated as λ = (1 − ϕ)λm + ϕλf and g is the gravity vec-
tor. The governing equations are solved using a fully coupled Finite 
Element Package – the PorousFlow module [32] in the Multiphysics 
Objective Oriented Simulation Environment (MOOSE) [33]. The 
MOOSE framework builds on the finite element library LibMesh and the 
solver library PETSc, which can solve multi-physics and multi- 
component problems in an implicit and parallel manner. The valida-
tion of MOOSE in modeling coupled heat transfer and fluid flow is 
provided in detail in [34].

The RTES system was modeled in a box with dimensions of 2000 m 
(length) × 1000 m (width) × 150 m (thickness). The model domain 
includes the caprock shale beds, Araphahoe aquifer, and basel shale 
beds, each with a thickness of 15 m, 105 m, and 30 m, respectively. A no- 
flux (undrained) boundary condition was applied to the top, bottom, and 
symmetrical surfaces, while a drain boundary condition was applied to 
the other sides with initial reservoir temperature of 16.5 ◦C [38] and 
initial hydrostatic pore pressure (linearly increase with depth) assuming 
the water table is at the surface (see Table 2 for the formation depth). 
Two 3D reservoir models were built first with layered or aquifer ho-
mogenous formations. The layered model divides the aquifer into 7 
layers with a thickness of 15 m, while the homogeneous model treats the 
whole aquifer as a single layer with a thickness of 105 m (see the 
stratigraphic column in Fig. 3 or the same across the depth of the for-
mation, respectively). The horizontal permeability of the homogenous 
model was set as 6.5 × 10− 13 m2 [35], while the horizontal permeability 
of each layer within the layered model was set randomly, but its average 
value is equal to 6.5 × 10− 13 m2 for comparison. For both models, their 
vertical permeability was set as 1 % or 10 % of horizontal permeability. 
We meshed the 2 model domains with hexahedron elements, and the 
horizontal element size varies from 2 m near the wellbores to 50 m in the 
boundary. In the vertical direction, a fixed 2-m element size was used. 
This mesh refinement captures the sharp gradient of pore pressure and 
the temperature. A separate 2D model, assuming a homogenous aquifer 
formation and ignoring the buoyancy effect and the heat conduction loss 
in the cap and base rocks, was also constructed to reduce the compu-
tational cost while maintaining prediction accuracy by comparing 
against the 3D model values. The 2D model is meshed with element size 
gradually changing from 2 m close to the wellbore to 50 me along the 
boundaries. A doublet system was designed in the model domain con-
sisting of caprock, aquifer, and base-rock layers. Table 2 details the 
physical parameters of rock matrix obtained from literature and used for 
all the simulations. For the fluid related properties, we adopted the In-
ternational Association for the Properties of Water and Steam-Industrial 
Formulation 1997 (IAPWS-IF97). In the RTES operation, warm water 
was injected into the hot well during summer to produce cold water for 
the data center cooling. During winter, warm water was extracted from 
the hot well to cool down the warm water using dry coolers and recharge 
the RTES using the cooled water. The system rests in the spring and fall 
seasons, and we performed a 2-year simulation for all the cases.

Fig. 4 compares example results for the heat plume around the hot 
well obtained from the two 3D modeling cases (homogenous or layered 
hydraulic properties) and one 2D modeling case at end of the first 
summer. While the 3D homogenous and 2D modeling cases showed 
similar results, the 3D layered case represented different sizes of heat 
plumes based on the different thermo-hydro-geological properties. Even 
though fluid temperature at the cold well of the 2D case showed 0.2 ◦C 
difference, there was no significant difference in the results obtained 
from the different cases (Fig. 3(c)). Pore pressures at the bottom of the 
two wells and average fluid temperatures within the two wells were 
identical despite the different range of heat plumes. The impact of the 
vertical-horizontal permeability ratio (κv/κh) in the two 3D modeling 
cases was also minimal. To optimize computational cost, we thus used 
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the 2D model domain for the 20-year RTES performance modeling with 
injection rates variably calculated for the targeted cooling energy pro-
duction incorporated with dry cooler cooling for the 5 MW data center 
cooling load (see blue graph in Fig. 5). The maximum flow rates in 
Scenario 2 and Scenario 3 were 46 kg/s per a well at which the ambient 
temperature exceeded 34 ◦C and RTES was fully utilized to supply the 5 
MW data center cooling load. Note that the amount of water flowed from 
the hot to the cold wells for data center cooling was approximately the 
same as the amount of water flowing from the cold to hot wells for RTES 
recharging, ensuring the sustainability of the RTES system.

2.3. Levelized cost of cooling of the data center cooling system

The LCOC is defined as a ratio of the system capital expenditures 
(CAPEX) and operational expenditures (OPEX) to cooling production 
over the system’s lifetime (Eq. 3): 

LCOC =
Ccap +

∑LT
t=1

CO&M,t
(1+d)t

∑LT
t=1

Ct
(1+d)t

(3) 

where Ccap and CO&M denote total up-front capital investment and 
annual average operations and maintenance cost, respectively; d is real 
discount rate, which was assumed to be 5 % in this study to address the 
present value of a future payment; t denotes time in year; LT stands for 
system lifetime (20 years); and C represents annual average cooling 
production. The levelized costs have been analyzed in the literature as 
an economic metric to compare the cost effectiveness of a system to 
those of different systems and/or production scenarios (e.g., [40,41]). 
We estimated the 20-year lifetime LCOC of the data center cooling 
systems connected to the RTES without heat recovery (Scenario 2) and 
with heat recovery (Scenario 3) and compared the LCOC to the LCOC of 
Scenario 1. While we excluded the cooling systems in the ICT equipment 
or server cabinets (e.g., immersion liquid cooling, CRAC, CRAH), the 
techno-economic analysis considered the main heat rejection alterna-
tives, including dry coolers, chillers, and RTES, along with necessary 
components, such as pumps, distribution piping, and heat exchangers.

While assumptions for the maintenance costs varied depending on 
the components (see Section 2.3.2 for details), OPEX was estimated 
based on the electricity consumption of those key components. Specif-
ically, the estimated electricity consumption was multiplied by two 
electricity rates, assumed as 1) 13.5 cents per kWh for the 12-h peak 
period (7:00 to 19:00) and 2) 9.5 cents per kWh for the 12-h off-peak 
period (19:00 to 7:00), reflecting a 2-cent increase above the average 
rate during peak hours and a 2-cent decrease during off-peak hours. In 
2023, the average electricity retail price in Colorado was about 11.5 
cents per kWh, which approximately aligns with the U.S. Energy Infor-
mation Administration’s (EIA) reported rate of 11.76 cents per kWh for 
the same year [42].

2.3.1. Heat transfer rate in RTES and dry cooler system
We estimated the rate of useful cooling energy delivered by RTES or 

dry coolers using Eq. 4: 

Q = m×Cp ×ΔT (4) 

where Q is the heat transfer rate (W); m and Cp denote flow rate (kg/ 

(caption on next column)

Fig. 2. RTES-based cooling systems for 5 MW data center in Golden, 
Colorado: (a) Overview of data center cooling system incorporated with 
reservoir thermal energy storage (or chillers in Scenario 1) in Mode 1. (b) 
Schematic of Mode 1. The RTES (or chillers in Scenario 1) solely supplies the 
data center cooling demand in Mode 1 when ambient temperature is higher 
than 34 ◦C. (c) Schematic of Mode 2. Both the RTES (or chillers in Scenario 1) 
and dry coolers supply the data center cooling in Mode 2 when ambient tem-
perature is between 34 ◦C and 10 ◦C. (d) Schematic of Mode 3. Dry coolers are 
utilized to supply data center cooling demand and recharge the RTES in Mode 3 
when ambient temperature is lower than 10 ◦C.
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s) and specific heat (J/kg⋅K) assumed as 4184.4 J/kg⋅K for water and 
1005 J/kg⋅K for air; and ΔT represents a difference in temperatures at 
injection and production wells or inlet and outlet of dry coolers (◦C). 
Variable flow rates of dry coolers were calculated for the targeted 
cooling energy production in terms of ambient temperature and the 6 ◦C 
approach temperature, while those of the RTES were estimated for the 
targeted RTES cooling production based on subsurface temperature 
obtained from the numerical modeling (Fig. 3).

2.3.2. Capital and operational cost estimations for key components
As represented in Fig. 2, we designed the data center cooling system 

with dry coolers, circulating pumps, heat exchangers, piping, and two 
hot and two cold wells (two doublets) for the RTES (Scenario 2 and 

Scenario 3), or chillers (Scenario 1). Key components considered in 
CAPEX and O&M or OPEX estimations were slightly different in each 
scenario: 1) Scenario 1 consisted of chillers, dry coolers, circulating 
pumps, heat exchangers, and an additional 100 m loop for chillers, 2) 
Scenario 2 consisted of two doublets with a bottomhole depth of 275 m 
for the RTES, dry coolers, two circulating pumps and two heat exchanger 
systems for each of the RTES and the data center loop, and piping of 700 
m for the RTES field, respectively, and 3) Scenario 3 consisted of the 
same RTES configuration, dry coolers, three circulating pump and three 
heat exchanger systems for each of the RTES, the data center loop, and 
heat recovery, and piping of 700 m and 100 m for the RTES field and 
data center loop, respectively. In this study, we only considered the 
additional piping required for those key components in the three 

Fig. 3. Geologic map and stratigraphic column for the study area (modified after [31]). The red star in the geologic map indicates the location of the 5 MW data 
center. The Arapahoe Conglomerate formation targeted for the RTES is highlighted with a red rectangle in the stratigraphic column. (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this article.)

Table 2 
Physical parameter used in the simulation cases with values adopted from [35 – 39].

Parameter Units Domain

Caprock 
shale beds

Aquifer 
Arapahoe

Basal shale beds

Horizontal permeability, kh m2 1 × 10− 18 6.5 × 10− 13 1 × 10− 18

Vertical permeability, kv m2 0.1/0.01kh
Porosity, ϕ – 0.01 34 0.01
Thermal expansion, αm 1/K 1 × 10− 5

Thermal conductivity, λm W/(m K) 1.1 2.56 1.1
Specific heat, Cm J/(kg K) 1000 920 1000
Grain density, ρm kg/m^3 2500 2650 2500
Biot coefficient, αB – 0.8
Bulk modulus, Km Pa 1.5 × 109

Formation depth, H m 155–170 170–275 275–375
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Fig. 4. Comparison of hot plume distribution at the end of first year summer among the 3D homogenous, layered, and 2D modeling cases. Note in the summer 
season, cold water was produced from the cold well for data center cooling and then reinjected back into the hot well.

Fig. 5. Parametric modeling study to quantify the influence of 3D homogenous versus layered domain, vertical/horizontal permeability ratio, and 3D versus 2D 
model on RTES performance for a 2-year seasonal cycle operation.
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scenarios, assuming that existing data center piping system could be 
utilized for the cooling systems with minimum retrofitting.

For estimating CAPEX of the key components, theoretical and 
empirical cost correlations (e.g., heat exchanger design based on heat 
exchange area) were initially collected from the literature review. The 
preliminary estimations were then validated through commercial mar-
ket research, example projects, and discussions with industrial advisory 
group members. The estimations for some of the components were 
significantly lower than the U.S. market prices, and the cost correlations 
were subsequently calibrated or developed for this study (Table 3). It is 
important to note that the cost correlations may be valid for rough cost 
estimations of the components in the United States (2023 USD); how-
ever, separate validations are recommended for a specific case study 
before application.

The drilling cost was estimated using $200/m ($61/ft). To represent 
a typical drilling cost for shallow wells at a depth less than 1 km in 
Golden, Colorado, we interviewed regional drilling companies for the 
cost correlation and conducted a literature review (e.g., [43]). The 
$200/m represents the cost from drilling to well completion. As 
demonstrated in Fig. 2(a), the RTES involved four wells with a bot-
tomhole depth of 275 m. We assumed that the RTES wells are appro-
priately functioning without any issues during the system lifetime (that 
is, no maintenance cost).

For piping cost estimates, we surveyed piping companies and pro-
jects, including the piping cost estimate for the data center at the Na-
tional Renewable Energy Laboratory in Golden, Colorado, and used 
$754.6/m ($230/ft) and $519.8/m ($158/ft) for piping in data center 
and the well field, respectively. We assumed the piping diameter is 10 in. 
(25.4 cm) and lengths are 100 m for each of the data center piping 
connected for chillers in Scenario 1 and heat recovery in Scenario 3 and 
700 m for the RTES field consisting of 200 m connection piping between 
two cold wells or two hot wells and 300 m piping from the two wells to 
the heat exchanger (Fig. 2(a)). We also assumed that 3 % of the CAPEX 
approximately represents the annual maintenance cost, such as leaks, 
corrosion, checks for any signs of wear and tear, or repair, and it was 
assumed that piping is appropriately functioning without critical issues 
that require piping replacement during the system lifetime.

Plate and frame heat exchangers were designed for the data center, 
RTES, and heat recovery systems as represented in Fig. 2. Flow rates of 
the fluid flowing through the heat exchangers varied depending on the 
load and resource temperature, and we designed heat changers to supply 
any loads (that is, designed with the peak flow rate). To estimate CAPEX 
of the heat exchangers, we used $2,221.1 per kg/s of flow rate ($140/ 

gpm) obtained from commercial market research that incorporates 
equipment and installation labor costs. We assumed that 5 % of the 
CAPEX approximately represents the annual maintenance cost, such as 
the cleaning to minimize fouling and scaling.

CAPEX of the pump used to circulate water through the data center 
loop was estimated using $1000 per pump power (kWe), which is a 
typical market price in Colorado that addresses unit and installation 
labor costs. For pumps in the RTES wells, we used an empirical equation 
originally derived for production pump and driver in a single 
geothermal production well [44]. 

CAPEXpump = $1750×
(
Php

)0.7
+ $5750×

(
Php

)0.2
×PPIpump (5) 

where Php represents pump power in horsepower, converted from the 
pumping power (in watts) divided by 745.7. We used Eq. 6 to calculate 
the pumping power (in watts): 

Ppump =
q × ΔPwells or frictional

η (6) 

where Ppump is the pumping power (W); q is the volumetric flow rate 
(m3/s) estimated using the mass flow rate (kg/s) used in the numerical 
modeling for a specific amount of energy production or storage 
regarding the ambient temperatures, or a constant mass flow rate of 120 
kg/s for the given 5 MW cooling load within the data center and water 
density of 997 kg/m3 assumed as a constant in this study; η is the pump 
efficiency assumed as 80 %; and ΔPwells is the pressure drop (Pa), ob-
tained from the numerical modeling results. The pumping power on the 
data center side was calculated with frictional pressure drop (ΔPfrictional) 
caused by a resistance to the fluid flow, the mass flow rates, 997 kg/m3 

fluid density, and 80 % efficiency. To calculate the ΔPfrictional throughout 
the data center loop, the Darcy friction factor was solved using the 
Darcy-Weisbach equation: 

ΔPfrictional

L
= fD ×

ρ
2
×

v2

DH
(7) 

where L represents pipe length (m), which was the total additional 
pipe length for each of the heat rejection alternatives: 100 m in Scenario 
1, 700 m in Scenario 2, and 800 m in Scenario 3. fD and ρ are the Darcy 
friction factor and fluid density (kg/m3), respectively. The mean flow 
velocity, v (m/s), was calculated with the flow rate, fluid density, and 
pipe specification. DH represents the pipe hydraulic diameter (m). We 
also calculated the pumping OPEX using the pump energy in kilowatt- 
hours converted from the pump power in kilowatts by multiplying the 
operational hours with regional peak and off-peak rates of $0.135/kWh 

Table 3 
Summary of cost correlations and assumptions for estimating CAPEX of key components in three scenarios.

Scenario 1 Scenario 2 Scenario 3

Drilling
Depth (m) N/A 275
Cost Correlation N/A $200/m
Piping
Diameter (cm) 25.4
Length in RTES Field (m) N/A 700 700
Cost Correlation N/A $519.8/m
Length in Data Center (m) 100 N/A 100
Cost Correlation $754.6/m N/A $754.6/m
Heat Exchanger
Cost Correlation $2,221.1 per kg/s of flow rate ($140/gpm)
Circulating Pump
Cost Correlation for Data Center Pump $1000/kWe
Cost Correlation for RTES Pump N/A CAPEXpump = $1750 ×

(
Php

)0.7
+ $5750 ×

(
Php

)0.2
× PPIpump [44]

Chiller
Cost Correlation $800/ton N/A N/A
Dry Cooler
Electricity Consumption 0.25 kWe per kg/s of air flow rate [45]
Cost Correlation $1066/kWe [46]
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and $0.095/kWh, assuming peak and off-peak times are from 7:00 to 
19:00 and from 19:00 to 7:00, respectively. PPIpump is a producer price 
index to adjust cost to the year for which the estimation is being per-
formed, which was 1.47. We assumed that 3 % of the CAPEX approxi-
mately represents the annual maintenance cost, such as leaks, corrosion, 
checks for any signs of wear and tear, or minor repair, assuming the 
pumps are fully functioning for 15 years. We calculated and incorpo-
rated replacement cost for the RTES pumps using the first and third 
terms in Eq. 5, $1,750× (pump hp)0.7

× PPIpump, assuming the pump and 
driver are replaced every 15 years.

Chillers were designed for Scenario 1 in Mode 1 and Mode 2 where 
dry coolers cannot supply 100 % of the data center cooling load. The 
chiller CAPEX was estimated using a cost correlation of $800/ton ob-
tained from commercial market research. The peak electricity con-
sumption was 2.13 MWe for the CAPEX estimation, and the variable 
power consumptions were incorporated with the operational hours for 
OPEX calculations. While the OPEX was calculated using the regional 
peak and off-peak rates, we assumed that 8 % of the CAPEX approxi-
mately represents the annual maintenance cost.

For dry cooler CAPEX and OPEX, we first estimated varying air flow 

rates of dry coolers using Eq. 4. The variable delta temperatures (ΔT) 
and desired cooling loads (Q) at hourly intervals were calculated with 
the 6 ◦C approach temperature we assumed, ambient temperature pro-
file in Fig. 1, and the full 5 MW or the rest of cooling loads (where 
chillers in Scenario 1 or the RTES in scenarios 2 and 3 did not supply). 
Then, we estimated the electricity consumption of the dry coolers using 
an empirical correlation of 0.25 kWe per kg/s of the air flow rate, 
assuming the parasitic power to run the fans in dry coolers is very nearly 
constant [45]. The CAPEX of dry coolers was then estimated using a cost 
correlation of $1066/kWe [46]. Similar to the pumping OPEX calcula-
tions, the power was converted to energy in kilowatt-hours, and the dry 
cooler OPEX was calculated with the peak and off-peak rates. We 
assumed that 5 % of the CAPEX approximately represents the annual 
maintenance cost.

2.4. CO2 emissions

Electricity is a secondary energy source generated from primary 
energy sources such as fossil fuels, nuclear energy, and renewable en-
ergy resources [47]. Electricity generation, especially from burning 

Fig. 6. 20-year performance of the reservoir thermal energy storage system for data center cooling. (a) Predicted pore pressure distribution (left) and 
temperature distribution (right, zoomed in region of wells) for Scenario 2 with two doublets. Note that only one doublet was simulated by leveraging the symmetry 
condition. (b) Predicted pore pressure in the hot and cold wells. (c) Predicted fluid temperature in hot and cold wells. (d) Cooling capacity of the RTES throughout 
20 years of operation.
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fossil fuels, involves a substantial amount of CO2 emissions [48,49]. The 
emissions factor, which is a factor to convert activity data to greenhouse 
gas emissions, has often been used to quantify the gas emissions [50,51]. 
The EIA publishes emissions factors every year for each state to estimate 
the amount of certain gases released when electricity is generated by 
burning fossil fuels. To estimate the CO2 emissions from operations of 

the three cooling systems, we used the EIA’s emissions factor for Colo-
rado, 1127 lb./MWh (0.51 t/MWh). We also estimated the CO2 emis-
sions from natural gas-fired boilers for the 2.5 MW of thermal energy 
recovered for water heating in Scenario 3 using 0.2 lb./MMBtu [52].

Fig. 6. (continued).
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3. Results

3.1. Long-term performance of RTES system for data center cooling

Fig. 6(a) shows the simulated pore pressure distribution in the 2D 
simulation domain and temperature distribution in the zoomed-in area 
close to the doublet wells when RTES was charged during the winter. 
The pressure-disturbing zone was much larger (that is, relatively greater 
gradient in a larger area) than the plume of the hot fluid (that is, rela-
tively smaller gradient), which is the reason that a 2 km domain was 
considered in the simulation. Maximum (red color) and minimum (blue 
color) pore pressures mark the locations of the two wells, and the well 
pressures were dynamically evolving with respect to operational 
schedules of different scenarios. The maximum and minimum well 
pressures switched back and forth with a change in the direction of in-
jection and extraction. The size of the hot fluid plume also changed with 
respect to the injection plan, and its maximum size was within one-half 
the doublet distance to ensure no thermal breakthrough. Fig. 6(b) pre-
sents the predicted pressure evolution at the two wells across 20 years of 
operation. The maximum pressure difference between the cold and hot 
wells was approximately 2 MPa and 1.5 MPa in Scenario 2 and Scenario 
3, respectively. This is because the heat recovery system in Scenario 3 
reduced the cooling loads and consequently the injection and produc-
tion flow rates. The fixed RTES annual operation in Mode 1 and Mode 2 
dictated well pressure evolution manifests as a perfectly repeated 
pattern year by year. However, the temperature of the fluid extracted 
from the hot well during the RTES recharging period increased over time 
and converged to 29.5 ◦C (Fig. 6(c)). The cold well temperature in 
Scenario 3 also slightly increased after the 10-year operation due to the 
imbalanced cold energy injection and extraction. Nonetheless, the RTES 
cooling capacity was consistently maintained throughout the 20-year 
operation time (Fig. 6(d)). The energy imbalance can be minimized by 
increasing the cold water injection rate or temperature during winter, or 
by increasing the reservoir size.

3.2. Levelized cost of cooling for data center cooling systems

Table 4 summarizes the annual average rate of useful cooling energy 
delivered by RTES, dry coolers, chillers, or heat recovery, and system 
costs for the three cooling scenarios. The RTES supplied the data center 
cooling for 4214 h (48.1 % of the year) while the dry coolers supplied 
the data center cooling load with different utilization percentages dur-
ing the whole year except 12 h in Mode 1. In Scenario 1 and Scenario 2, 
dry coolers supplied 3.2 MW cooling load on average during spring, 
summer, and fall in Mode 2 (4202 h), and the rest of the 1.8 MW cooling 
load was supplied by chillers or the RTES for the full 5 MW data center 
cooling load. Dry coolers solely supplied the 5 MW cooling load during 
winter in Mode 3 (4546 h). During the winter, dry coolers also supplied 
cooling of 1.6 MW and 1 MW on average to recharge the RTES in Sce-
nario 2 and Scenario 3, respectively (up to 5.1 MW and 3.5 MW, 
respectively). In Scenario 3, operations of the RTES and dry coolers were 
generally reduced with respect to the heat recovery of an average of 0.4 
MW in Mode 2. During the winter in Mode 3, 2 MW of thermal energy 

was recovered on average, and dry coolers solely supplied 3 MW cooling 
load without the RTES.

Total CAPEX for the cooling systems was $1.41 million on average, 
and chillers in Scenario 1 had the highest CAPEX among the components 
(Fig. 7(b)). Although drilling and additional dry coolers, piping, circu-
lating pumps, and heat exchangers were included for capital cost cal-
culations in the two RTES scenarios, the total CAPEX related to the RTES 
system was lower than the chiller CAPEX. Fig. 7(d) and (f) show that the 
heat exchanger CAPEX was the highest in the two RTES scenarios, 
particularly in Scenario 3, because the heat exchanger size increased for 
heat recovery. Dry cooler CAPEX varied depending on the operational 
conditions of chillers or the RTES, and dry cooler CAPEX in Scenario 1 
was higher than that in the two RTES scenarios (see yellow portions in 
Fig. 7(a)). This is because we designed the RTES to produce the cooling 
slightly above 5 MW (Mode 1) or the variable cooling loads combined 
with dry coolers (Mode 2) due to uncertainties in the subsurface con-
ditions (that is, dry cooler operations reduced by the additional RTES 
cooling production) while chillers and dry coolers in Scenario 1 accu-
rately produced the desired cooling in terms of the ambient temperature.

Similar to the higher CAPEX for chillers, the OPEX for chillers in 
Scenario 1 was significantly higher than the OPEX for any other com-
ponents in the three scenarios and was the key driver for an increase in 
LCOC in Scenario 1. Cho et al. [53] also highlighted the economic per-
formance of data center cooling systems was critically affected by the 
usage of chillers. The chiller-based Scenario 1 showed the highest LCOC 
of $15/MWh among the three scenarios. Although we designed the 
chillers to have variable coefficients of performance (COP) ranging from 
2.3 to 3.1 depending on the ambient and desired temperatures and 
cooling loads, the chillers still consumed a significant amount of elec-
tricity (that is, higher operational cost) to supply the targeted cooling 
loads (Fig. 7(c)). On the other hand, the RTES consumed a relatively 
small amount of electricity for circulating pumps to supply the cooling 
loads, even though dry coolers were utilized to recharge the RTES during 
the winter (Fig. 7(e) and (g)). Correspondingly, the 20-year lifetime 
LCOC significantly decreased with the RTES systems to $5.7/MWh in 
Scenario 2 and $5/MWh in Scenario 3. Of the two RTES scenarios, the 
OPEX in Scenario 3 was lower primarily due to the reduced RTES op-
erations. These results imply that the additional pumping cost for heat 
recovery in Scenario 3 was relatively insignificant compared to the RTES 
pumping cost. In addition, the revenue from heat recovery, which takes 
about 21.3 % of the annual operational cost, further decreased the 
annual cash flow.

The LCOC of $5.7/MWh and $5/MWh for the two RTES-based data 
center cooling systems are lower than the LCOC of data center cooling 
systems reported in the literature, as well as the base case in this study. 
Liu et al. [54] designed a liquid air-based immersion cooling system for a 
10 MW data center cooling load and estimated the optimal LCOC of the 
cooling system at $0.245/MJ, which is approximately equivalent to 
$882/MWh. In contrast, Alipour et al. [55] estimated the LCOC of a data 
center cooling system integrating a solar parabolic collector and a two- 
effect absorption chiller at $0.05815/kWh, or approximately $58.15/ 
MWh. Due to variations in system components, configurations, and 
economic models across the studies including this study, the estimated 

Table 4 
Cooling production, electricity consumption, and levelized costs of data center cooling system.

Mode Scenario 1 Scenario 2 Scenario 3

Annual Average Rate of Useful Cooling Energy Delivered (MW)

Mode 1 (Peak Summer) 5 by chillers 5 by the RTES 5 by the RTES
Mode 2 (Spring, Summer, and Fall) 3.2 by dry coolers and 1.8 by chillers 3.2 by dry coolers and 1.8 by the RTES 2.9 by dry coolers, 1.7 by the RTES, and 0.4 by heat recovery
Mode 3 (Winter) 5 by dry coolers 5 by dry coolers 3 by dry coolers and 2 by heat recovery
Annual Electricity Consumption
Electricity Consumption (GWh/yr) 3.7 1.1 0.8

Levelized Cost of Cooling

LCOC ($/MWh) 15 5.7 5
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LCOC differs significantly. Nonetheless, these findings suggest that the 
LCOC of data center cooling systems can be optimized through technical 
and economical designs, facilitating adoption across various scales and 
operational contexts (e.g., regional climate conditions, grid costs).

3.3. Impact of the RTES-based data center cooling system on environment

Fig. 8 compares electricity consumption and CO2 emissions in the 
three cooling scenarios. Annual total electricity consumptions for the 
three scenarios were 3.72 GWh/yr, 1.1 GWh/yr, and 0.81 GWh/yr, 
respectively. When compared to Scenario 1, Scenario 2 and Scenario 3 
annually saved 2.6 GWh (70.3 % reduction) and 2.9 GWh (78.2 % 
reduction) of electricity, respectively (Fig. 8(a)). The electricity con-
sumption for chillers in Scenario 1 was 2.8 GWh/yr (75.6 % of the 
annual total), which was much higher than the electricity consumption 
for any other components. The electricity consumption in Scenario 1 
was dependent on the ambient temperature and was significant, espe-
cially during the summer when dry coolers have limited capacity for the 
data center cooling (Fig. 8(a)). In contrast, electricity consumption in 

the two RTES scenarios was relatively consistent and identical during 
the summer. The heat recovery in Scenario 3 saved 36.2 kWh on average 
during the winter season compared to Scenario 2.

In addition, we calculated electrical peak loads for each scenario, 
combining electricity consumptions for 1) chillers (Mode 1 and Mode 2 
in Scenario 1), 2) pumps, 3) dry cooler used for partial (Mode 2) or full 
(Mode 3) data center cooling, and 4) dry cooler used to recharge the 
RTES (Mode 3) at the same time step. The peak loads for Scenarios 1–3 
were 2132.2 kWh, 211.7 kWh, and 108.6 kWh, respectively. The peak 
load in Scenario 1 was solely from the chiller operation when the 
ambient temperature was the highest at 36 ◦C (that is, the greatest delta 
temperature between ambient and desired). The peak load in Scenario 2 
was observed in Mode 3 when dry coolers supplied both the data center 
cooling and RTES recharging loads, whereas the peak load of 108.6 kWh 
in Scenario 3 occurred when the ambient temperature was as high as 
32 ◦C in Mode 2. This result implies that the heat recovery in Scenario 3 
brings a benefit to reduce peak load as well as the annual electricity 
consumption total.

We also estimated CO2 emissions from the data center cooling system 

Fig. 7. Costs of the data center cooling systems in the three scenarios. (a) Capital costs for each component in the three scenarios. (b, d, f) Percentage shares and 
CAPEX for each component in three scenarios. (c, e, g) Percentage shares and OPEX for each component in three scenarios. Note that the heat recovery in Scenario 3 
(g) annually saves about $20 k in the total operational cost.
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operations using the EIA’s emissions factor for Colorado and the annual 
electricity consumption data we calculated above. Proportional to the 
electricity consumption, Scenario 1 showed significantly higher CO2 
emissions of 1898.8 tCO2e than Scenario 2 of 564.1 tCO2e and Scenario 
3 of 413.9 tCO2e (Fig. 8(b)). In other words, 1334.7 tCO2e and 1488.3 
tCO2e emissions can be avoided with the two RTES scenarios (70.3 % 
and 78.2 % decreases by Scenario 2 and Scenario 3, respectively).

4. Discussion

Although we demonstrated that the RTES supplies the data center 
cooling load in a sustainable, economical, and environmentally friendly 
manner compared to the base scenario, the performance of RTES sys-
tems may vary significantly due to different subsurface conditions in the 
specific study area at a certain depth. For example, the RTES capacity 

may not be sufficient with the two doublet wells for the 5 MW cooling 
load due to an unexpectedly higher subsurface temperature. In this case, 
the flow rate should be increased to achieve the desired load, or the 
RTES pre-cooling process may be considered for decreasing initial sub-
surface temperature before use. However, water injection into the RTES 
with the increased flow rates can create fractures in the targeted for-
mation (even injection-induced seismicity can occur), especially when 
the RTES pressure increased by the water injection is higher than the 
fracturing pressure under given in situ stress conditions, and thus 
additional wells may be needed for the optimal flow rate, such as 
maximum 92 kg/s designed for the specific conditions in this study.

To address what could happen if subsurface temperatures are higher 
than expected, requiring additional well drilling, pumping, dry cooler, 
and piping system capacity, we estimated the LCOC of the two RTES 
cooling scenarios that have four-doublet systems (that is, two additional 

Fig. 7. (continued).
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doublets), which are the worst-case scenarios in terms of the system 
costs. With the four doublet systems, the CAPEX increased by 18.4 % in 
Scenario 2 and 15 % in Scenario 3. The 20-year lifetime O&M cost 
increased by 43 % in Scenario 2 and 39.2 % in Scenario 3, respectively 
(Fig. 9(a)). Although the LCOC correspondingly increased from $5.7/ 
MWh to $6.1/MWh in Scenario 2 (6.7 % increment) and from $5/MWh 
to $5.4/MWh in Scenario 3 (7.7 % increment), the increased LCOC of the 
two RTES scenarios remained significantly than the base case LCOC of 
$15/MWh. Despite the higher system costs associated with additional 
wells, it is important to note that these wells enhance operational flex-
ibility (e.g., enabling reduced operation during peak hours or seasons), 
which could benefit the electric grid.

Similarly, there are uncertainties in the system cost calculations with 
respect to escalated electricity rates that can significantly affect both 
OPEX and LCOC, notably in Scenario 1. Here, we calculated lifetime 
system cost and LCOC of the three cooling scenarios with the peak and 
off-peak rates increased by 20 % or decreased by 10 %. Fig. 9(b) shows 
that changes in the LCOC with the rates were sensitive particularly in 
Scenario 1 (6.5 % decrease at 10 % decreased rate and 13 % increase at 
20 % increased rate), because of the greater amount of electricity con-
sumption by chillers. The LCOC in the two RTES scenarios increased by 
10.2 % and 10.4 % at the 20 % increased rate, respectively, and 

decreased by 5.1 % and 2.5 % at the 10 % decreased rate, respectively. 
That is, increases in the LCOC associated with 20 % increased rate (10.2 
% and 10.4 %) were more significant than the LCOCs increased by a 
doubled system size (6.7 % and 7.7 %). Note that electricity rates along 
with regionally varying peak and off-peak hours (i.e., rates for peak and 
off-peak periods) may change differently over time, as may the rates 
themselves, depending on energy demand and market conditions. Even 
though this study assumed electricity rates with a 4-cent difference be-
tween 12-h peak and off-peak periods, future research is suggested to 
investigate regional electricity rate structures, grid costs, and their 
projections (e.g., capacity expansion models), which can vary signifi-
cantly based on local consumption patterns and providers, and to further 
optimize operational conditions of the data center cooling systems in 
relation to these factors.

We also extended the LCOC calculations for a 50-year lifetime, as the 
RTES we designed showed reliable performance for 5 MW cooling pro-
duction during summer periods for 20 years (Fig. 6). In the literature 
[38,56], the analysis on levelized costs for geothermal energy systems 
often considered a lifetime of 20 to 50 years. With the increased system 
lifetime, the RTES cooling production slightly decreased (approximately 
1 %), while we assumed Scenario 1 produces the same cooling energy 
during the 50-year lifetime. Despite increases in the lifetime OPEX 

Fig. 8. Electricity consumption and CO2 emissions in the three scenarios. (a) Electricity consumption profiles for the three scenarios. The RTES-based cooling 
systems can save 2.6 GWh (70.3 % reduction) without heat recovery in Scenario 2 and 2.9 GWh (78.2 % reduction) with heat recovery in Scenario 3. (b) Annual CO2 
emissions from component operations in the three scenarios.
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(approximately 47 %), the LCOC generally decreased from $15/MWh to 
$14.1/MWh (5.7 % decrement) in Scenario 1, from $5.7/MWh to $5/ 
MWh (12.8 % decrement) in Scenario 2, and from $5/MWh to $3.6/ 
MWh (27.9 % decrement) in Scenario 3 (Fig. 9(c)). The greatest 
reduction in the LCOC of Scenario 3 was primarily due to a relatively 
lower operational cost (that is, a lower impact from the increased 
operational time). These results indicate that the RTES-based cooling 
system becomes more cost-effective over time due to the lower annual 
operational costs. However, it is important to note that long-term 
operation of the RTES system can encounter various operational and 
maintenance challenges, which were not considered in this study, 
potentially stemming from both the natural environment and the system 
components, such as clogging, fouling, or corrosion of piping.

Lastly, similar to the impact of escalated electricity rate on the cost 

estimation, the system cost could be affected by the assumptions we 
made. For example, the cost correlation of $800/ton used to estimate the 
chiller CAPEX, which took about 73 % of the total CAPEX in Scenario 1 
(Fig. 7(b)), may vary depending on the manufacturer, design specifica-
tions, and the system size. We selected four key drivers affecting system 
costs in the three scenarios (see the pie charts in Fig. 7), and the upper 
and lower bounds were set for the sensitivity analysis to reflect typical 
market price in the United States: chiller CAPEX ranging from $500/ton 
to $1400/ton, data center piping CAPEX ranging from $160/ft. to $300/ 
ft., well field piping CAPEX ranging from $100/ft. to $350/ft., heat 
exchanger CAPEX ranging from $80/gpm to $200/gpm, and discount 
rate ranging from 10 % to 2 %. The results in Fig. 9(d–f) demonstrate 
that the LCOC can range from $11.5/MWh to $18.4/MWh in Scenario 1, 
from $4.7/MWh to $6.8/MWh in Scenario 2, and from $4.3/MWh to $6/ 

Fig. 9. Sensitivity analysis. (a) Total system cost and levelized cost of Scenario 2 and Scenario 3 with two different RTES system sizes. (b) Total system cost and 
levelized cost of each scenario with 20 % increased and 10 % decreased electricity rates. (c) Total system cost and levelized cost of each scenario with 20-year and 50- 
year system lifetime. (d, e, f) Percentage decrease or increase in the LCOC of Scenario 1, Scenario 2, and Scenario 3, respectively.
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MWh in Scenario 3, depending on the assumptions. Similar to the 
sensitivity of the LCOC to electricity rates, the sensitivity analysis with 
the four key drivers demonstrated that the discount rate significantly 
affected the LCOC. This result suggests that the LCOC can be reduced by 
optimizing long-term operational strategies, such as reduced long-term 
operational risks and costs (optimized with grid cost projections), 
rather than by reducing the CAPEX of the key components.

5. Conclusion

In this study, we evaluated the techno-economic performance of data 
center cooling systems incorporating RTES. We optimized operational 
conditions of the RTES, chillers (base case), and dry coolers in terms of 
the regional subsurface and ambient conditions to supply the 5 MW data 
center cooling load. We highlight three primary conclusions from this 
study. First, the RTES has capabilities to reliably supply the data center 
cooling load for 20 years by storing cold water into the RTES during 

winter. The COP of overall systems (that is, a ratio of useful cooling 
power delivered to electricity consumption) is 11.8, 39.7, and 54.1 in 
Scenarios 1–3, respectively. During peak summer in Mode 1, the COPs of 
chillers in Scenario 1 and the RTES in the two RTES scenarios are 2.4 and 
16.5, respectively, highlighting operational benefits of the RTES. Sec-
ond, the RTES system significantly saved annual electricity consumption 
and operational costs as well as capital costs. The heat recovery system 
further reduces the peak and annual electricity consumption and oper-
ational cost. Lastly, the LCOC of $15/MWh in Scenario 1 significantly 
decreases to $5.7/MWh with the RTES in Scenario 2 and $5/MWh with 
the RTES and heat recovery system in Scenario 3. The two RTES sce-
narios also show lower LCOC than Scenario 1 under different assump-
tions for cost estimations from optimistic to conservative, even with the 
RTES systems doubly sized to address uncertainties in the subsurface 
conditions. The LCOC of the RTES-based cooling systems decreases with 
an increase in the system lifetime. In addition to the reliability and 
economic benefits of the RTES system, the RTES system annually avoids 

Fig. 9. (continued).
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a considerable amount of CO2 emissions as compared to the chiller- 
based cooling system in Scenario 1: Emissions of 1335 tCO2e and 
1488 tCO2e are avoided with Scenario 2 and Scenario 3, respectively. 
These results demonstrate the RTES could be utilized as an energy- 
efficient and cost-effective cooling system for data centers.

For future studies, we suggest extending the RTES system design to 
combine chillers and dry coolers for supplying cold water at a lower 
temperature than 21 ◦C. The economic benefits of computational per-
formance enhanced by cooling ICT equipment to lower temperatures is 
another area worthy of future study. Chiller operations could be opti-
mized to more economically supply colder water during off-peak hours 
rather than during the peak summer designed in Scenario 1. Similarly, 
chillers and dry coolers in the non-RTES base scenario could be further 
optimized through the off-peak chiller operations while a traditional 
cold energy storage system meets the data center cooling load during 
peak summer. Additionally, assessing the value of these cooling sys-
tems—optimized for a lower supply temperature, accounting for both 
ambient conditions and electricity rates—in the electrical grid is crucial 
to understand the regional impact, especially in a grid heavily reliant on 
fossil fuel power stations. Finally, we suggest analyzing the resilience of 
the RTES-based cooling system under extreme heat where free-cooling 
alternatives may not be available, and the cost of compressor-based 
cooling systems increases.
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